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Abstract 

Most of the authors analyzing speech use the wavelet method for feature extraction and Dynamic Time Warping for comparing two time 
series in their classifiers. The usage of DTW generates significant difficulties obtaining pattern as an average of series. We introduce an 
alternative approach without analysis of the cepstral coefficients. The present paper summarizes new methods for recognition of speech. A 
new finite element signal processing method is demonstrated. The present speech recognition techniques essentially reduce the total 
computational work, which is very important in the case of a real time application. Successful real life examples are presented. The tests 
strongly support the considered theory. 
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INTRODUCTION 
Speech recognition techniques are an object of a great 

interest in the last decades. They have a usage in various 
area of the real life. Undoubtedly, most applications of 
speech recognition can be found in telecommunications. In 
particular we list voice enable services, customer care 
wizards, call center automated attendance, voice access to 
universal directories and registers etc. Other applications 
can be found also in automated identification, commands 
for working with windows and programs controlling 
wheelchairs and robotics.   

Algorithms for signal processing based on wavelet 
methods [1, 2, 3], splines [4], least square methods [5] are 
well known. Many authors use Dynamic Time Warping for 
comparing two signals [6, 7, 8]. Smoothing algorithms are 
successfully used by S. Steiniger and S. Meyer [9] and R. 
M. Fernandez – Alcala, J. Navarro – Moreno, J. C. Ruiz 
Molina and J. A. Espinosa – Pulido [10].  

We introduce a new approach processing each input 
phoneme by a particular frequency. The present paper 
summarizes an original finite element signal processing 
method for voice command recognition. A smoothing 
algorithm based on a Quasi-Hermitian interpolant is 
obtained. The finite element method is successfully used in 
the classifier, where author`s score functional is defined. 

Matlab software product has been used for all of the 
simulations herein. The present feature extraction methods 

assure almost a hundred percentage of recognition of the 
tested phonemes. A lot of real life experiments demonstrate 
the advantages of the present approach. 

The paper is organized as follows. The finite element 
method for signal processing is described in the next 
section. Further, real life experiments for single voice 
recognition by finite element analysis are discussed. In the 
end concluding remarks are presented. 
 
FINITE ELEMENT METHOD FOR SPEECH 
RECOGNITION  

Suppose that we have to control a system by single 
commands containing no more than four words. A single 
voice command is presented by a set of samples 

. The input command consists of a set 
of words. Finding samples with an amplitude more than 3% 
determines the beginning of each word. First sample with 
an amplitude less than 3% fixes the end of the 
corresponding word. Consider the processing of a single 
word   since all words in a command are processed by the 
same way. Prepare a pattern  of the word  recorded at 
frequency 44.1 kHz. Each input signal is processed by a 
particular frequency. 

 
Calculate the corresponding frequency  of the word 

 by an original conversion formula 
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,                                  

where = 44.1kHz,  and 
 Further, we drop the index  for the input 

data but keep the index  for the pattern. 
Separate commands can be pronounced by different 

people with different volume. Moreover, the distance from 
each person to the microphone is not identical. That is why 
we should normalize the input signal  as follows: 

, 
 

where  is the max norm in  
We need an appropriate window function in order to 

avoid the spectral leakage. Apply the adjustable window: 
 

  

 
The adjustable window function makes available the 

varying of the bandwidth of the main lobe and the side lobe 
amplitude which cannot be done by a fixed window 
function. Varying  we can obtain many window functions 
especially when  and . In this particular 
cases we obtain Hamming and Blackman window 
correspondingly. The window function becomes Hamming 
window for  , and Blackman one for . The 
following windowed signal is obtained considering all 
vectors as one column matrices  

 . 
Fourier transform is defined as follows: 
 

. 
 

 
The frequency vector is truncated to the Nyquist 

frequency in order to avoid aliasing. 

, 
 

where  is the frequency obtained in . 
Mel scale is the best one for speech recognition as it is 

very close to the frequency response of human auditory 
system. Present the expression converting from Herz to 
Mel: 

. 
 

We need a mel filter bank in order to obtain the mel 
frequency cepstrum. Denote the lower and the higher 
boundaries of the filter bank by   and .  Define  

 
 

,  

where the central frequency of the -th filter band is 
computed by 

,   
 

The output energy of the power spectrum by the mel filter 
bank is presented as follows:  

 

,   
 

Analyzing the logarithmic energy vector  
 

 
 
we do not make analysis of the extracted features in the 
time domain. All conclusions in our approach are made on 
the results in frequency domain which means that the 
computation of the cepstral coefficients is not necessary. 
This essentially reduces the overall computational work. 
      Applying finite element theory we should introduce 
some functional spaces. Let  be a closed interval in . We 
denote the real Sobolev space  for nonnegative 
integers  and  by . The norm  and the 
seminorm in   are denoted by  and  
correspondingly. Define the set  of all polynomials on 
 of degree not exceeding . Collect the points 

, . 
      Suppose that  is a  such that 

, . We construct a Quasi-Hermitian 
interpolant ,  taking into account that  is an 
unknown function. Note that the explicit presentation of the 
function  is not necessary to be known. It is just enough to 
suppose that  is sufficiently smooth. 
     Let  be a set of nodes of a uniform finite element 
triangulation  of the interval 
. We have reference finite element  which corresponds to 

the target interval . Define the approximate derivative  
on  as follows: 

 

 
… … … … … …… … …… … … 

 
… … … … … …… … …… … … 

 

 
 

Hermitian nodal basis functions are introduced by: 
 

 
 
We construct a Quasi-Hermitian finite element space as 
follows: 
 

 
 
Define the Quasi-Hermitian interpolant   
by 
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where  are the nodal basis functions of the 
finite element  associated with the nodes  of  

. The basis functions satisfy: 
 

,  , 

 

,  . 

 
Present the nodal basis functions  by the nodal 
functions of the reference element . The functions ,  
and  are related by: 

,  
where is the generating finite element transformation of 
the finite element . Then the interpolant  can be 
presented in view of: 

 
     Having in mind that the Euclidean norm is not 
appropriate for precise comparison of a set of samples we 
define a score functional with respect to the -th Sobolev 
norm 

 

 
where  is the energy associated with . The higher 
order energy functional  can be successfully used in 

 But in the case  a smoother 
interpolation operator should be constructed. 
     If the score functional satisfies  we have 
recognition of a certain word. We set experimentally 

  
 

 

 

 
Figure 1. An example for recognizing a single voice command. 

 
 
We illustrate the algorithm by a simple example, 

presented in Figure 1. There are various pronunciations of a 
single word. Consider for example the word “club”. It could 
be said as [klub], [kl b] or [kləb]. Therefore, we need a 
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modes of utterance basis. Consider a single voice command 
“open the window”. The command consists of three words. 
The processing of the command starts searching for the first 
word in the basis of utterances.  Finding the input data in 
the modes of utterance basis we continue  searching in the 
basis of words. After finding the word “open” it returns to 
the second word in the considered command. Search again 
into the basis of utterances. Recognizing the second word 
of the command we look for commands starting with “open 
the” in the basis of commands. We establish that there are 
two commands “open the door” and “open the window” 
satisfying the criterion. That is why we analyze the next 
word in the input command. Finally, the third word 
“window” is found and the correct command should be 
recognized from the basis of commands. 

Summarize our algorithm for recognizing of an 
isolated word. An input frequency should be calculated 
with respect to the potential pattern. Then we have to 
reduce the obtained frequency to Nyquist one and to change 
the scale from Herz to Mel in order to analyze the signal 
more efficiently. Then we need to find mel frequency 
cepstrum defining a mel filter bank. On the other hand we 
process the word windowing the corresponding set of 
samples. Then we apply fast Fourier transform in order to 
make analysis in frequency domain. The output energy of 
the input data is a sum of the Fourier image multiplied by 
the mel filter bank output. We smooth the logarithmic 
energy vector by a Quasi-Hermitian interpolant. Finally we 
have classification block which is responsible for 
recognizing of the command pronounced. Figure 2 shows a 
principle block-scheme of speech recognition process.    

 
Figure 2. A principle block–scheme of speech recognition process 

 

REAL LIFE EXPERIMENTS 
 

      A lot of experiments based on the finite element method 
have been carried out. Various speakers pronounce five 
different words several times. Analyses with 24, 32, 48 and 

64 bands mel filter bank are shown in tables 1-4. As we can 
see from the tables we have almost a hundred percentage of 
recognition. In all of the cases shown in the tables can be 
seen that we obtain results for the score functional much 
less than 5%.  

 
 

 
Table 1 The values of the score functional for M=24. 

  

 
Table 2 The values of the score functional for M=32. 

  



 

 

 
Table 3 The values of the score functional for M=48. 

 

 
Table 4 The values of the score functional for M=64. 

 
 

The results for the words “need”, “prepare”, 
“advantages”, “major” and “construct” are presented in 
figures 3-7. Any particular utterance is colored in blue. Red 
colored line indicates the corresponding pattern after the 
training of the system. The process of training consists of 
obtaining a shape function for each phoneme. For this 
purpose a linear average operator is used. To obtain an 

average phoneme by the proposed operator is much easier 
than to do this by all known Dynamic Time Warping 
algorithms. This problem becomes much more difficult 
when Levenshtein distance is applied. Finally in Figure 8 
we see the patterns for all five words. They are 
approximated by the input data. 

 
 

 
Figure 3. A set of utterances of the word “need”. 

 

 
Figure 4. A set of utterances of the word “major”. 

 

 
Figure 5. A set of utterances of the word “construct”. 

 
 
 

 
Figure 6. A set of utterances of the word “advantages”. 

 

 
Figure 7. A set of utterances of the word “prepare”. 

 
Figure 8. Patterns. 

 
 



 

 

CONCLUSION 
A new approach in speech recognition theory is 

presented. Each input phoneme is processed by the 
corresponding frequency. A new cubic interpolant of 
arbitrary  function is obtained. The finite element method 
is essentially applied in the classifier of the speech 
recognition process.  

The real life experiments indicate that the present 
method for speech recognition is applicable in any voice 
controlled system. The proposed approach essentially 
reduces the overall computational work, which is very 
important for all real time applications. The implementation 
of the presented method has been assessed in order to be 
applied into practice for recognizing speaker independent 
speech and controlling a wide range of devices including 
authentication systems. 
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